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Abstract

The dynamic behavior of gas–solids flow in a 6-m high riser was predicted using a transient two-dimensional (2D) hydrodynamic model
based on the kinetic theory of granular flows. Instantaneous and local gas-particle velocity, void fraction and turbulent parameters were
obtained. Predicted time-averaged particle concentrations and velocities reflect the classical core-annular flow structure in agreement with
experimental measurements, in particular, with those reported by Miller and Gidaspow [AIChE J. 38 (1992) 1801]. Predicted instantaneous
solids concentration frequencies compared well with the experimental data for various regions of the riser. Computed total granular
temperature distributions in the riser qualitatively agree with experimental data. High thermal conductivities of fluidized powders (about
50 times that of the fluidizing gas) were estimated from the kinetic theory without adjusted parameters. Effects of initial conditions, inlet
geometry, riser diameter and riser vertical inclination were assessed. Unexpected strong distortions of solids concentrations and vertical
fluxes were predicted for small inclination angles of the order of 2◦. Analysis of experimental data should, therefore, be carefully conducted
to ensure that riser inclination is not too important over the length of the riser in order to eliminate potential artifacts due to this geometric
parameter.
© 2003 Elsevier Science B.V. All rights reserved.
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1. Introduction

Circulating fluid beds have been widely applied in var-
ious industrial practices including fluid catalytic cracking,
calcination of alumina trihydrate to high-purity alumina,
combustion of low-grade coal in power generation. A quan-
titative understanding of the performance of these processes
hinges on our ability to capture the complex hydrodynamics
observed in them. Several modeling effects employing very
different mathematical formulations have appeared in the
recent literature to predict the relationship between solids
concentration, operating conditions, and riser geometry. The
first step in the fundamental understanding of fluidization
is usually attributed to Davidson[1] for his analysis of a
single bubble motion in an infinite fluid bed. Arastoopour
and Gidaspow[2] established four different two-phase flow
models for the description of one-dimensional steady-state
pneumatic conveying systems. The model with solids vis-
cosity as an input was first used by Tsuo and Gidaspow
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[3] in the simulations of gas–solids flow in riser. They
predicted the cluster formation and the core-annular flow
using a two-dimensional (2D) gas–solids flow model. Ly-
czkowsky et al.[4] and Anderson et al.[5] simulated the
flow of gas–solids mixture in the bubbling fluidized bed
using the viscosity value based on experimental measure-
ments to model the viscous effects of the solids phase.
Benyahia et al.[6] and Sun and Gidaspow[7] predicted the
gas–solids flow in the circulating fluidized beds using the
viscosity data from Miller and Gidaspow’s experiments[8].

In recent years, one step forward in the understanding of
gas–solids systems has been taken by the development of
kinetic theory for gas–solids two-phase flow based on the
theory for non-uniform dense gases described in Chapman
and Cowling[9]. The pioneering paper of Lun et al.[10]
applied the kinetic theory of gases to granular flow. The ki-
netic theory approach uses a one equation model to deter-
mine the turbulent kinetic energy (or granular temperature)
of the particles and assumes either a Maxwellian distribu-
tion for the particles, or a non-Maxwellian distribution for
both dilute and dense cases. The kinetic theory approach for
granular flow allows the determination of the pressure and
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Nomenclature

Cd drag coefficient
d particle diameter
D diameter of riser
Dgs rate of energy dissipation
e restitution coefficient of particles (= 0.999)
ew restitution coefficient of wall (= 0.96)
Gs solid mass flux
g gravity
g0 radial distribution function
Gs solid flux
I unit tensor
ks effective thermal conductivity of particles
kg thermal conductivity of gas phase
n normal direction
N sampling number
P g pressure
P s particle pressure
q fluctuating energy flux
Re Reynolds number
r radial coordinate
t time
vg gas velocity
vs particle velocity
ug gas velocity
z axial coordinate

Greek letters
τg gas stress tensor
τs stress tensor of particulate phase
ξ bulk viscosity
θ granular temperature
µg gas viscosity
µs particulate viscosity
εg voidage
εs solid volume fraction
ρs particle density
ρg gas density
β interphase drag coefficient

viscosity of the solids in place of empirical relations. Sinclair
and Jackson[11] applied the granular flow model to a fully
developed gas–solids flow in a pipe. Ding and Gidaspow
[12] derived expressions for solids viscosity and pressure
of a dense gas–solids flow. Gidaspow extend the Ding and
Gidaspow[12] formulation to both dilute and dense cases
by considering a non-Maxwellian velocity distribution[13].
Louge et al.[14], Pita and Sundareasan[15] and Hrenya and
Sinclair [16] incorporated the effects of gas turbulence into
their models by modifying single-phase turbulence closures
to account for the presence of particle phase. Samuelsberg
and Hjertager[17] included both gas turbulence by using
LES method and particle–particle interaction using the ki-

netic theory approach. Nieuwland et al.[18], Balzer et al.
[19] and Neri and Gidaspow[20] conducted simulations of
gas–solids flow in the circulating fluidized bed using kinetic
theory of granular flow.

In the present study, the kinetic theory approach con-
sidering the effect of the interaction of particle and gas
phase, and particle collisions has been applied to the study
of a gas–solids flow in the riser of circulating fluidized
beds. The flow pattern has been investigated by a transient
2D two-fluid model. The model was used to reproduce
two-phase flow experiments performed by Miller and Gi-
daspow[8]. Such experiments have already been the subject
of several investigations[20,21] and, in some cases, a good
agreement between prediction and experimental data was
obtained. This experimental data set is used in this study be-
cause it is believed to be a relatively complete hydrodynamic
set on pressure distribution, solids concentration, velocity,
mass flux, granular temperature and pressure and for which
key parameters such as the particle–particle restitution and
particle–wall restitution coefficients have been measured.
The purpose of this study is to extend the comparisons be-
tween model predictions and experimental data previously
done by other investigators in light of these new parameter
estimates. In addition, emphasis is particularly placed on
the effect of the riser inlet configuration, initial condition,
diameter of riser, riser inclination angle, as well as on the
analysis of the oscillations characterizing the riser dynamics.

Simulation results are able to describe the main features
of the gas–solids flow patterns in the riser, such as the
core-annular flow regime. Frequency analysis of the oscil-
latory gas–solids flow were performed to analyze the riser
dynamics. Agreement between predictions and experimental
data are reasonably good which allows us to become more
confident with the adopted theory and computer code. The
governing equations, numerical method, and simulation re-
sults are presented in the following sections.

2. Gas–solids flow model description

The model adopted is based on the fundamental concept
of interpenetrating continua for multiphase mixtures. Ac-
cording to this theory different phases can be present at
the same time in the same computational volume. Such an
idea is made possible by the introduction of a new depen-
dent variable, the concentration,εi, of each phasei. The
fundamental equations of mass, momentum, and energy
conservation are then solved for each considered phase.
Appropriate constitutive equations have to be specified in
order to describe the physical rheological properties of each
phase and to close the conservation equations. In this model,
solids viscosity and pressure are derived by considering the
random fluctuation of particle velocity and its variations
due to particle–particle collisions and the actual flow field.
Such a random kinetic energy, or granular temperature,
can be predicted by solving, in addition to the mass and
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momentum equations, a fluctuating kinetic energy equa-
tion for the particles. The solids viscosity and pressure
can then be computed as a function of granular temper-
ature at any time and position. Particles are considered
smooth, spherical, inelastic, and undergoing binary colli-
sions. The adoption of the second approximation distribu-
tion function allows us to apply the theory to both dense
and dilute two-phase flows. A more complete discussion
of the implemented kinetic theory model can be found in
Gidaspow[13].

2.1. Continuity and momentum equation

The accumulation of mass in each phase is balanced by
the convective mass flows (i = gas, solids):

∂

∂t
(εiρi)+ ∇ · (εiρivi) = 0 (1)

whereε is the concentration of each phases,v the veloc-
ity vector, andρ the density. Mass exchanges between
the phases, e.g. due to reaction or combustion, are not
considered.

The momentum balance for the gas phase is given by the
Navier–Stokes equation, modified to include an interphase
momentum transfer term[13]:

∂

∂t
(εgρgvg)+ ∇ · (εgρgvgvg)

= ∇ · τg + εgρgg − ∇p− β(vg − vs) (2)

whereg is the gravity acceleration,p the thermodynamic
pressure,β the interface momentum transfer coefficient, and
τg the viscous stress tensor. The stress tensor of gas phase
can be represented as:

τg = µg[∇vg + (∇vg)
T ] − 2

3µg(∇ · vg)I (3)

The gas phase turbulence is modeled by the Sub Grid Scale
(SGS) model, and thus the gas shear viscosity may be esti-
mated as[22]:

µg = µg,l + ρg(0.1∆)
2(τg · τg) (4)

∆ = (�x�y�z)1/2 (5)

The solids phase momentum balance is given by[13]:

∂

∂t
(εsρsvs)+ ∇ · (εsρsvsvs)

= ∇ · τ̄ s + εsρsg + β(vg − vs) (6)

The solids stress tensor can be expressed in terms of the
solids pressure,Ps; bulk solids viscosity,ξs; and shear solids
viscosity,µs; as

τs = (−P s + ξs∇ · vs)I + µs{[∇vs + (∇vs)
T ]

−2
3(∇ · vs)I } (7)

2.2. Kinetic theory of granular flow

There are two possible mechanisms inducing the fluctua-
tions of particle velocity: inter-particle collisions and parti-
cle interactions with turbulent fluctuations in the gas phase.
Inter-particle collisions play a crucial role in sufficiently
dense suspensions. Equivalent to the thermodynamic tem-
perature for gases, the granular temperature can be intro-
duced as a measure for the energy of the fluctuating velocity
of the particles[13]. The granular temperature,θ, is defined
as:θ = v′2/3, wherev′ is the particle fluctuating velocity.
The equation of conservation of solids fluctuating energy
can be found[13]:

3

2

[
∂

∂t
(εsρsθ)+ ∇ · (εsρsθ)vs

]
= (−∇psĪ + τs) : ∇vs + ∇ · (ks∇θ)− γs + φs +Dgs

(8)

where ks is the thermal conductivity coefficient of solids
phase,γs the dissipation of fluctuating energy,φs the ex-
change of fluctuating energy between the phases, andI the
unit tensor. The last two terms inEq. (8) represent the in-
teraction between gas turbulence and particle fluctuation.

The dissipation fluctuating energy is[13]:

γs = 3(1 − e2)ε2sρsgoθ

(
4

d

√
θ

π
− ∇ · vs

)
(9)

wheree is the restitution coefficient of particles,d the parti-
cle diameter, andgo the radial distribution function at con-
tact. The radial distribution function,go, can be seen as a
measure for the probability of inter-particle contact. The
equation of Bagnold[23] is used in this work:

go =
[

1 −
(

εs

εs,max

)1/3
]−1

(10)

whereεs,max is the maximum particle packing.
The particle pressure represents the particle normal forces

due to particle–particle interaction. Its description based on
the kinetic theory of granular flow was developed. In this
approach, both the kinetic and the collisional influence are
taken into account. The kinetic portion describes the influ-
ence of particle translations, whereas the collisional term ac-
counts for the momentum transfer by direct collisions[13].
The particle pressure is calculated as follows:

ps = εsρsθ[1 + 2goεs(1 + e)] (11)

The shear viscosity accounts for the tangential forces. It was
shown by Lun et al.[10] and Gidaspow[13] that it is pos-
sible to combine different inter-particle forces and to use a
momentum balance similar to that of a true continuous fluid.
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In this work, the equation of particle viscosity[13] is

µs = 4

5
ε2sρsdgo(1 + e)

√
θ

π

+ 10ρsd
√
πθ

96(1 + e)εsgo

[
1 + 4

5
goεs(1 + e)

]2

(12)

and the bulk solids viscosity is as follows:

ξs = 4

3
ε2sρsdgo(1 + e)

√
θ

π
(13)

The termDgs is the rate of energy dissipation per unit volume
resulting from the transfer of gas phase fluctuations to the
particle phase fluctuations. In this study, the value ofDgs
was predicted using Koch’s expression[24] as follows:

Dgs = dρs

4
√
πθ

(
18µg

d2ρs

)2

|vg − vs|2 (14)

The exchange of fluctuating energy between gas and parti-
cles[13] is

φs = −3βθ (15)

It accounts for loss of granular energy due to friction with
the gas.

2.3. Interphase momentum exchange

In order to couple the two momentum balances, a model
for the interface force is required. For porosities<0.8, the
pressure drop due to friction between gas and particles can
be described by the Ergun equation. Thus, the interface mo-
mentum transfer coefficient,β, in this porosity range[13]
becomes:

β = 150
ε2sµg

ε2gd
2

+ 1.75
ρgεs

εgd
|vg − vs| (16)

for porosity >0.8, such a relation for pressure drop leads to
the following expression for the interface momentum trans-
fer coefficient:

β = 3Cdεgεsρg|vg − vs|
4d

ε−2.65
g (17)

with

Cd = 24

Re
(1 + 0.15Re0.687) Re< 1000

Cd = 0.44 Re≥ 1000

whereRe is the Reynolds number,Re= dρg
|vg−vs|
µg

·

2.4. Boundary conditions

At the inlet, all velocities and concentrations of both
phases were specified. The pressure was not specified at the
inlet because of the incompressible gas phase assumption
(relatively low pressure drop system). At the outlet, the pres-
sure was specified (atmospheric). Initially, the velocity of
both the gas and particles was set at zero in the riser.

At the wall, the gas tangential and normal velocities were
set to zero (no slip condition). The normal velocity of the
particles was also set at zero. The following boundary equa-
tions apply for the tangential velocity and granular temper-
ature of particles at the wall[11]:

vt,w = − 6µsεs,max

πρsεsgo
√

3θ

∂vs,w

∂n
(18)

θw = −ksθ

ew

∂θw

∂n
+

√
3πρsεsvsgoθ

3/2

6εs,maxew
(19)

whereew is the restitution coefficient at the wall.

2.5. Simulation code and computation procedures

The simulations were carried out with the CFD code
K-FIX which previously used to model the flow in a bub-
bling fluidized bed[13], and incorporated with kinetic the-
ory of granular flow in this work. This mathematical process
is described by Patankar[25]. This software allows free im-
plementation of extra equations, boundary conditions, and
differencing schemes. The granular kinetic theory and the
granular equations described in the previous section were
implemented into this code in this work. For solving the dif-
ference equations obtained from the differential equations,
the higher order Total Variation Diminishing method (TVD)
scheme is used. This TVD scheme incorporates a modifi-
cation to the higher order upwind scheme for hyperbolic
systems. The solution of the pressure from the momentum
equations requires a pressure correction equation, correct-
ing the pressure and the velocities after each iteration of the
discretised momentum equations. The calculated pressure
is used to compute the density of the gas phase.

Several experiments were performed by Miller and Gi-
daspow[8] at different points and sections of the riser. The
riser is cylindrical with the gas and solids phases leaving
through a side port located below the top of the riser. The
particle feed rate is controlled by a slide valve. The riser is
75 mm in diameter and 6.58 m long. The average particle di-
ameter and density are 75�m and 1654 kg/m3, respectively.
By measuring granular temperature and particle velocity
distributions by means of a CCD camera, Gidaspow and
Huilin [26] estimated a value of restitution coefficient of
FCC particles in a riser. They found the value of restitution
coefficient of particle-wall,ew, was 0.96. These parameters
are the essential inputs to the proposed kinetic theory model.
Fig. 1 shows the riser section used in the present numerical
simulation of gas–solids flow. Uniform bottom-inlet condi-
tions for the 2D cylindrical riser are assumed. The 2D riser
simulations are proposed in order to evaluate the predictive
capabilities of the present model. Note that the numerical
mesh discretisation spans from−D/2 to D/2 rather than 0
to D/2 as it is usually done for cylindrical coordinates. This
technique helps us simulate asymmetrical inlet and outlet
boundary conditions keeping the computational workload
to a reasonable level. Such 2D simulations can be used for
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Fig. 1. Computational domain in the simulations.

rapid parametric sensitivity analysis, while final quantitative
validation should eventually be done in three dimensions
(3D). In this simulation, a constant time step of 1.0 × 10−5

was used. Time-averaged distributions of flow variables are
computed covering a period of 95 s corresponding to 1–2
weeks of computational time on a PC (20GB hard disk,
128 Mb RAM and of 600 MHz CPU). Hence, 3D com-
putations, though more comprehensive and bringing more
insight, are prohibitively time consuming. For this reason,
only 2D computations are made here to evaluate parametric
model sensitivity and associated trends.

3. Two-dimensional simulation results of
gas–solids flow

3.1. Results and discussions

Several simulations have been performed in order to in-
vestigate the effect of different operating conditions, model
assumptions, and to get an adequate description of the ob-
served two-phase flow patterns in the riser of the CFB.Fig. 2
shows the particle velocity field at the three different times of
45, 47, and 50 s from the beginning of the simulation at gas
velocity and solids mass flux of 2.61 m/s and 20.4 kg/(m2 s),
respectively. Strong flow heterogeneities as well as complex
transitory velocity fields are evident from the computations
(i.e. the velocity variation with diameter and height of riser,
seeFigs. 7 and 8). A characteristic feature of the flow is the
oscillating motion of particles. Certain portions of the bed
undergoes vigorous up and down motions, thus favoring a
strong particle recirculation all over the riser.Fig. 3 shows
the computed instantaneous local solids concentration as a
function of time. At the begin of the simulations, the riser is
considered as empty. Computations show that the riser will
take about 25–30 s to fill up and come to a stable operating
condition, thereafter.

Fig. 2. Particle velocity fields in the simulations.

Fig. 3. Computed local instantaneous particle concentrations.

In order to compare simulation results with Miller and
Gidaspow[8] data, time-averaged distributions of flow vari-
ables have been computed. Three riser sections, at 1.86,
4.18, and 5.52 m above the flow distributor, have been inves-
tigated.Fig. 4shows the radial distribution of time-averaged

Fig. 4. Distribution of computed time–average particle concentration.
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Fig. 5. Radial profiles of experimental and simulated particle concentrations.

particle concentrations for two difference cell numbers of
14 × 121 and 28× 121. It can be seen that the computed
results of coarse- and fine-cell are very similar and compare
well with experimental data.Fig. 5a and bshow compar-
isons between experimental and predicted solids concentra-
tions across three sections over the time period 35–95 s. It
can be seen that the particle concentrations are low in the
center and high near the walls. The two simulations clearly
illustrate the inherent core-annular pattern of the solids flow.
The solids mainly accumulate and move downwards at the
walls, whereas a dilute gas–particle stream flows upwards
in the core of the riser.Fig. 6 shows the distributions of the
cross-sectional averaged solid concentrations in the region
of 0.0–2.0 m from the inlet of riser. The lower region of the
riser is denser than the upper-dilute region even though the
solids mainly accumulate at the walls in both the regions.
As we can see from these diagrams, the model is able to de-
scribe quantitatively the accumulation of solid at the wall.
Solid concentrations appear flat in the core and increase near
the wall.Fig. 7shows the simulated instantaneous axial ve-
locity of particles as a function of time at the superficial
gas velocity and mass flux of 2.61 m/s and 20.4 kg/(m2 s),
respectively. The positive values of axial particle velocities

Fig. 6. Axial variations of radial averaged particle concentrations.

mean that the particles flow up in the center of riser, while
the negative axial velocities of particles indicate that the par-
ticles flow down near the walls.Fig. 8a and bshow compar-
isons between experimental and predicted particle velocities
across three sections over the time period of 35–95 s. Re-
garding the axial solids velocity cross-section profiles, the
comparison is less satisfactory overall, though well within
an order of magnitude agreement. The core upward solids
velocity acceleration is underestimated, whereas the solids
down-flow velocity is predicted with a good approximation.
In other words, the solids acceleration zone between 1.86
and 4.8 m is not well rendered by the computations. In con-
trast, the downward solids velocity does not seem to depend
on the vertical region considered.

Tsuji et al. reported the measurements of gas and parti-
cle phases flow properties in a fully developed air–particle
turbulent flow in a 30.5 mm vertical pipe by means of a
laser–Doppler velocimeter (LDV)[27]. The polystyrene
spheres with a density of 1020 kg/m3 and averaged diame-
ters of 0.2 and 0.5 mm were used in their experiments. A
restitution coefficient ofe = 0.92 for particle–particle col-
lisions, andew = 0.74 for particle–wall collisions are used
in the present study. These values are consistent with the

Fig. 7. Variations of instantaneous vertical particle velocity.
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Fig. 8. Radial profiles of computed and experimental particle velocities.

Fig. 9. Simulated and experimental axial particle velocities profiles.

observation of Govan et al.[28], who studied the trajectories
of glass spheres transported in a small pipe under conditions
similar to those of Tsuji et al.[27]. In the computations, the
pressure gradient in the gas phase is input and is adjusted
until the gas velocity at the centerline is within 1% of the
experimentally measured values. The uniform distributions
of inlet gas and particle velocities are assumed. The inlet
particle concentration is calculated from measured mass
loading of particles.Fig. 9apresents the model predictions
for the flow conditions of air and 0.2 mm polystyrene sphere
mixtures. Here, the mass loading ratio and the centerline gas
velocity are 1.0 and 18.9 m/s, respectively. The computed
gas velocity profile has a sharp gradient near the wall. The
computed time-averaged axial particle velocity profile is
quite flat across the pipe, with a significant relative velocity
at the wall. This is because the air flow is subject to the
no-slip condition at the wall, while the particle phase slips.
It can be seen that the simulated gas and particle veloci-
ties are in agreement with the experimental data.Fig. 9b
compares the predicted time-averaged axial particle and gas
velocities for an air–polystyrene (0.5 mm) particle mixture
with the experimental data of Tsuji et al.[27]. In this case,
the mass loading ratio and air velocity are 1.1 and 9.65 m/s,
respectively. It is observed that the predicted particle veloc-
ity is higher than the experimental results. The predictions
of gas velocity are in agreement with the experimental data.

Figs. 10 and 11show the time-averaged radial profiles
of the granular temperatureθ and solids pressure as com-
puted by the kinetic theory model presented earlier, across
the three sections described earlier. As we can see from the
simulated results, the core region appears characterized by
a granular temperature greater than in the denser annular re-
gions. A reasonable agreement between predicted values and
experimental data can be observed for granular temperature
since experimental granular temperature values ranging be-
tween 0.5 and 2.0 (m/s)2 have been measured at about 10 mm
from the riser wall of this CFB for dense and dilute regimes

Fig. 10. Radial profiles of computed granular temperature.
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Fig. 11. Radial profile of computed solid pressure.

Fig. 12. Profile of computed collisional fequency of particles.

at similar operating conditions[29]. Regarding the particle
pressure, we observe an almost uniform radial distribution
of particle pressure across the riser with predicted values of
about 30–60 Pa which are consistent with experimental val-
ues of about 50–100 Pa. obtained by Gidaspow and Huilin
[26]. From the computed granular temperature and particle
concentration, the collisional frequency of particles can be
calculated based on the kinetic theory of granular flow[13]:

fcoll = 6.77
(εs
d

)
go

√
θ (20)

Fig. 13. Profiles of power spectrum density of predicted solids concentration using FFT method.

Fig. 12 shows the distribution of the computed collisional
frequency of particles at the gas velocity and solid mass flux
of 2.61 m/s and 20.4 kg/(m2 s), respectively. It can be seen
that the collisional frequencies are higher near the wall than
that in the center of riser. Although the granular tempera-
ture is low at the wall, the collisional frequency becomes
high due to the high particle concentration. Although the
granular temperatures are high in the center, the collisional
frequencies are low because of low particle concentrations.

Fig. 13shows the power spectrum density at different fre-
quencies of oscillations in the riser. The Fourier transform
method has been used to calculate the power spectrum of
the particle concentration time series with a sampling time
of 0.1 s. It can be seen that the main frequency of the parti-
cle concentrations lie within 0.07–0.2 Hz which corresponds
to 10–15 s time period. A similar frequency has been re-
ported by Neri and Gidaspow[20] using the kinetic theory
approach for particulate phase. The main reason for calcu-
lating the frequency of oscillations of gas–solids flow was
to know the minimum time required to conduct proper time
averaging, in order to evaluate particle velocity standard de-
viations discussed below which enter in the definition of the
total granular temperature.

The Eulerian gas–solids flow model is based on the
kinetic theory for granular flow. In the derivation of this
kinetic theory and its granular temperature definition, an
isotropic behavior of the particle fluctuations is assumed.
The governing equations come from interaction of the fluc-
tuating and mean motion of the particles. The fluctuating
velocity of particles obtained from the granular temper-
ature is considered as the small-scale solids turbulence.
Time-averaged experimental measurements always include
small- and large-scale oscillations of particles. Therefore, a
comparison between the computation and experimental data
is possible only if the large-scale oscillations of particles
are included. The large-scale oscillations of particles are
essentially due to solids concentration fluctuations that are
represented inFigs. 3 and 13. These fluctuations give rise
to large-scale solids velocity oscillations which are to be
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distinguished from the velocity fluctuations emanating from
the kinetic theory. In our computations, both small-scale
oscillations (represented by the granular temperature) and
the large-scale oscillations (transient values of the solids
velocity) are accounted for. If we hypothesize that the
small- and large-scale fluctuations of particles are statis-
tically independent (note that the large-scale oscillations
have a frequency of about 0.1 Hz (seeFig. 13), whereas the
small-scale frequency is of the order of 10–20 kHz[29]),
a total granular temperature of particles,ϑ, can be defined
assuming the angular and the radial velocity fluctuations to
be equal in the 2D simulations[29] as:

ϑ = θ + (1
3σ

2
z + 2

3σ
2
x) (21)

where the standard deviationσ of particle velocities is given
by:

σ =
√√√√ 1

(N − 1)

N∑
i=1

(vi − vm)2 (22)

wherevi and vm are the computed instantaneous particle
velocity and mean particle velocity, respectively.

Fig. 14shows the profile of the computed total granular
temperature from small- and large-scale fluctuations of par-
ticles in any cell of the riser as a function of solids concen-
trations. The instantaneous particle velocity taken from the
computed time series with a sampling time of 0.1 s after 35 s
of run time to 80 s. The diagram shows that a simple relation
between total granular temperature and solids concentration
is not univocal. It is interesting to observe the variations of
computed total granular temperature in the riser. A reason-
able trend is shown between the predicted total granular tem-
perature and the experimental data obtained by Gidaspow
and Huilin [26]. First, a predicted maximum for a solids
concentration of about 0.05–0.1 appears to be in agreement
with that experimentally measured of about 0.03–0.08 by
Gidaspow and Huilin[26]. The total granular temperature
tends to increase with increasing solids concentrations in the

Fig. 14. Total computed granular temperature as a function of solid
concentration in any cell of the computational domain. (The box shows
the experimental granular temperature values from Gidaspow and Huilin
(1998) [26]).

Fig. 15. Profile of collisional frequency as a function of solid
concentration.

dilute region (εs < 0.1) and to decrease with an increase of
solids concentration in the dense region (εs > 0.1). This be-
havior in the dilute regime was recently proved by Gidaspow
and Huilin [26]. In fact, for a dilute gas–solids regime, the
granular temperature is proportional to the solids concen-
tration raised to the power of 2/3[13]. In the dense regime,
the decrease in the granular temperature is essentially due
to the decrease of the mean free path of the particles. As
the regime becomes that of the packed bed (high solids con-
centration), the granular temperature becomes vanishingly
small. Our computed trends and magnitude of the total gran-
ular temperature agree with experimental data, though being
overall somewhat smaller than experimental data.

Fig. 15shows the profile of collisional frequency of parti-
cles as a function of particle concentration at the gas velocity
and solid mass flux of 2.61 m/s and 20.4 kg/(m2 s), respec-
tively. The collisional frequency of particles increases with
increasing solid concentration. The collisional frequency is
higher at the high solid concentration than that at the low
values of particle concentrations. As the solid concentration
approaches to zero, the particle collisions became very low.
This means the effect of particle interactions on the behavior
of gas–solid flow can be neglected.

Fig. 16shows the computed solids viscosity as a function
of solids concentration in any cell of computational domain
based on the calculated total granular temperature. The
figure also shows the experimental granular viscosity mea-
sured by Gidaspow and Huilin[29]. Both empirical data and
simulations exhibit the same trend as a function of solids
concentration, with the computed solids viscosity being
somewhat smaller than the experimental results. This is
mainly due to the under-prediction of the total granular
temperature in the simulations, as mentioned previously
(seeFig. 14). In fact, the prediction of a more accurate
granular temperature would lead to a more realistic predic-
tion of solids viscosity and flow pattern of gas–solids flow
in the riser. This granular temperature under-prediction may
possibly be linked to the formulation of the solids velocity
and granular temperature boundary conditions described by
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Fig. 16. Solids viscosity as a function of solid concentration in any cell
of the computational domain.

Eqs. (19) and (20), as well as the 2D restrictions imposed
in these simulations.

On the macroscopic scale of the particles, Hunt[30] pro-
posed a correlation for the thermal conductivity as a function
of the granular temperature:

Ks = ρscp,sdπ
3/2εs

√
θ

32go
(23)

wherecp,s is specific heat of particles.Fig. 17 shows the
result of the effective solid phase thermal conductivity as
a function of the solid concentration. It is obvious that the
thermal conductivity of the solid phase increases for an in-
creasing particle concentrations, since the number of parti-
cle contacts increases. Gidaspow and Syamlal[31] proposed
a formulation of effective thermal conductivity of the solids
phase and predicted heat transfer coefficients in the bub-
bling fluidized beds. FromFig. 17, it can be seen that the
trends of the calculated effective thermal conductivity of the
solids phase, with respect to solids concentrations, are simi-
lar, although those predicted in this work display higher val-
ues. To obtain an order-of-magnitude estimate for the solids
heat transfer conductivity of this powder in the riser, one
can evaluate from this figure a solids thermal conductivity
of about 1.6 W/(m◦C) for an average granular temperature

Fig. 17. Effective solid phase thermal conductivity as a function of the
solid concentration in the riser.

Fig. 18. Effect of initial conditions on the solid flux in the riser at the
4.18 m height.

of about 1.0 (m/s)2 (seeFig. 10). This solids conductivity is
about 50 times greater than that of the gas (0.03 W/(m◦C)).
Such high values may explain why CFB have excellent heat
transfer characteristics. This model can readily provide the
granular thermal conductivity of suspended powders which
can be used to predict heat transfer phenomena in fluidized
beds.

3.2. Effect of initial conditions

A case, where the particles initially fill the bottom of the
riser to a height of 1.0 m at minimum fluidization condi-
tions (εs,mf = 0.4), was considered. All the other initial and
boundary conditions are the same as the previous case study.
Fig. 18 shows the effect of initial conditions on the solids
mass flux distribution in the riser at 4.18 m high compared
with experimental data taken at the same height. At the be-
ginning of the simulation, the solids initially present in the
riser moved toward the wall region. This enhanced the par-
ticle flux at the walls in the beginning of the simulation. Af-
ter a longer time, the newer particles fed through the riser
bottom mix with the particles that were initially in the riser.
There are no significant differences between this simulation
and the previous one starting with an empty riser. Hence, the
effect of the initial condition used in this simulation tends
to disappear after several seconds of simulations. A quasi
permanent regime is then reached.

3.3. Effect of inlet design

To investigate the effects of inlet design, an asymmetric
solids inlet is considered, whereby solids particles are fed
from one side-port of the riser, as it would be from a return
leg. Fig. 19 shows the time-averaged solids flux at 4.18 m
height in the riser compared to the experimental data at
the same height. At this height of the riser, the solids flux
was radially unsymmetric. A core-annular flow regime is
still predicted with a much lower solids flux on one side
of the riser. In such conditions, a detailed 3D simulation
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Fig. 19. Solid flux distribution at 4.18 m height in the riser with a solids
side-port condition.

should be conducted to handle such complex geometries.
This requires, on the other hand, very long computational
times with today’s computer capabilities, which remains the
limiting factor for such computations.

3.4. Effects of riser diameter

To investigate the effect of larger riser diameters on the
flow profile in the riser, a twice as large as 150 mm riser was
considered. All other initial, inlet, and outlet conditions are
the same as previously described inFig. 1and inSection 2.5.
Fig. 20 shows a comparison of the particle concentration
distributions in a 75 and 150 mm riser after 35 s of real time.
The core-annular flow regime can be seen clearly in the fig-
ure since the core of both riser is more dilute than the near
wall regions. The particle concentration remains high at the
riser walls, and low in its center. An increase of riser diame-
ter leads to an increase of particle concentrations at the riser
walls and a particle concentration decrease in the center of
riser. Hence, a change in the diameter of riser has incidence
upon flow patterns of the riser and it, therefore, understood
that the solids concentrations profiles obtained from a given
geometry is generally not transferable to another.

Fig. 20. Particle concentration distribution at 4.18 m height in a 75 and
150 mm riser.

Fig. 21. Effect of inclined angles on solids concentrations in the riser at
the 4.18 m height.

3.5. Effects of riser inclination angles

With increased riser heights, it is often difficult to main-
tain risers in a vertical position. To investigate the effect of
inclined angles on the flow profile in the riser, two cases of
different inclined angles of 2 and 5◦ with vertical direction
of riser were considered.Fig. 21 shows a comparison of
the particle concentration distributions in the inclined angle
of 0.0, 2.0 and 5.0◦ of riser at the superficial gas velocity
and solid mass flux of 3.0 m/s and 30.0 kg/(m2 s), respec-
tively. For vertical risers (i.e. inclined angle of 0.0◦), the
solids concentration remains high at the riser walls and low
in its center, displaying a core-annular flow regime. As the
inclination angle increases, a substantial increase of particle
concentrations at the lower side wall is displayed while par-
ticle concentration decreases in the upper side wall.Fig. 22
shows the solid flux distributions at inclined angle of 0.0,
2.0 and 5.0◦ for a superficial gas velocity and solid flux of
3.0 m/s and 30.0 kg/(m2 s), respectively. This figure shows a
strong influence of the inclination angle on the solids con-
centration and vertical mass fluxes between 0 and 2◦ while
its influence being milder between 2 and 5◦. The maximum
solids flux is no longer at the center of the pipe but in the
first quarter of the pipe diameter. Predicted negative solids

Fig. 22. Particle flux distribution in the riser at the 4.18 m height.
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fluxes at the walls are no longer negative as in the case of
strictly vertical pipes but become significantly positive on
one side of the pipe and strongly negative on the other side
by a factor of almost four-folds. This behavior is reminiscent
of that found in Miller and Gidaspow[8] in their Fig. 16.
Hence, a small change in the inclined angle of riser (<2◦)
has a strong incidence upon the flow patterns of the riser. It
is suspected that these effects become more pronounced as
the riser height increases.

4. Conclusions

A 2D transient model incorporating the kinetic theory
for the particulate phase was capable of predicting reason-
ably well the main features of the complex gas–solids flow
behavior in the riser. The time-averaged core-annular flow,
experimentally observed in the dense riser flows, was suc-
cessfully predicted by this model. It is understood, however,
that this vision is only valid on a time averaged basis, be-
cause in reality there is a continuous up- and down-flow mo-
tions occurring at frequency of about 10 Hz thereby yielding
large vortices. Such frequencies were predicted with the
proposed model and were experimentally validated. Unex-
pected strong flow distortions due to a few degrees riser
inclination were shown to lead to a shift of the maximum
solids mass flux from the center of the pipe to the first quarter
of the pipe and to the change of mass flux direction (negative
to positive) on one side of the pipe as well as a four-folds
increase in the negative solids mass flux on the other side.

Note that low order discrepancies still persisting may be
due in part to the effects of electrostatic effects, particle
cohesiveness, and multi-size particle distribution. To treat
such details, the kinetic theory presented here should be
extended for multi-size particles and investigated using 3D
simulations. As such, detailed 3D inlet and exit design ef-
fects should be considered. Computer capacity still remains,
however, the major limiting factor to simulate gas–solids
flow for such complex geometries.

Considering the imperfections of the present kinetic the-
ory model, predicted trends are, however, considered to be
reasonably good with respect to available experimental mea-
surements. Small-scale hydrodynamics features such as lo-
cal granular pressures and temperatures, yielding high solids
thermal conductivity, are readily predictable from the theory
and could be used to investigate heat transfer phenomena in
CFBs.
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